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Abstract 

Today's internet network is expanding quickly, which encourages consumers to 

connect to more server services. A reliable server system is required to handle these 

circumstances. One approach that can be taken is to implement multiple servers. 

However, using many servers affects the response time of the server to be able to 

serve requests. Improving server system services through the load balancing 

method needs to be balanced with analysis, testing and evaluation of the network 

architecture and algorithms used in order to produce an optimal server system. In 

order to determine the algorithm to be tested optimal response time value, this study 

compares and analyses the load balancing approach utilizing the least-connection 

algorithm and the round-robin algorithm. Based on the test results using a request 

value of 500 connections/second for 1000 requests and 600 connections/second for 

1200 requests, the round-robin algorithm looks slightly better than the least-

connection algorithm. However, in the test scenario for the value of 700 

connections/second for 1400 requests, 800 connections/second for 1600 requests, 

and 900 connections/second for 1800 requests, the least-connection algorithm 

looks superior. So that the average response time of the least-connection algorithm 

is smaller when there is an increase in connections. This condition has an impact 

on the faster the server responds to requests from users so that server performance 

can be continuously improved. 

  

 This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, 

distribution, and reproduction in any medium, provided the original work is properly cited. ©2022 by author. 

I. INTRODUCTION 

The rapid growth of the internet network today, encourages an increasing number of users for the various 

services provided through the website. This situation can lead to an increase in the burden on service server 

providers in line with the increase in the number of clients [1]. This of course will require maximum and 

powerful server equipment. In addition, various Web application services are increasing which trigger 

access to internet services. These services include e-business, e-marketplace, e-commerce, e-marketing and 

other internet services [2], [3]. This of course will require maximum and powerful server equipment. In 
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addition, various Web application services are increasing which trigger access to internet services. These 

services include e-business, e-marketplace, e-commerce, e-marketing and other internet services [4], [5]. 

The presence of cloud computing technology will make it easier to design infrastructure [6]. Quite a lot of 

research has used cloud computing as an option to provide infrastructure resources when setting up various 

web-based services. Therefore, to improve the performance of web server system services, the best server 

architecture is needed [7]. So, with optimal server development requests for access to a high number of 

servers can be handled properly. A good server system can support the availability of services according to 

needs. Server architecture that is supported by many servers is the best solution to be implemented. Load 

balancing is one of several network technology approaches that have the ability to provide increased 

performance on server services. The load balancing procedure is through distributing the workload received 

jointly on each server or by dismantling one server [8], [9]. 

Improving server system services through the load balancing method needs to be balanced with analysis, 

testing and evaluation of the network architecture and algorithms used in order to produce an optimal server 

system. Therefore, parameters such as response time can be a problem that must be resolved in an effort to 

build a good server system. Another option is to implement a server cluster model to deal with the overload 

associated with increased network traffic. A server cluster is a collection of many computing devices that 

are connected and work together in different ways. Therefore, server clusters can be interpreted as a unified 

system. Server clusters are usually intended to ensure availability and improve system performance [10], 

[11]. By implementing the server cluster model, it will be able to increase system availability and system 

reliability [12], [13]. Load balancing provides distribution to request incoming data to all servers and 

computers to make the most of available resources, reduce response time, increase throughput, and reduce 

demand congestion. 

Server load balancing provides support for many functions and can also play a regulatory role and server 

traffic. Load balancing can also be used to assess the state of applications and content on servers, increasing 

available services and simplifying management [11], [14]. So, we need the right scheduling algorithm to 

support the implementation of load balancing. Of course, this becomes a serious problem if the number of 

clients accessing the web server increases and the server is unable to handle it. Often the cause is overload 

which causes existing services to have a long response time. There are a number of sites that are even said 

to experience thousands of connections from clients simultaneously [15], [16]. Termination of service is 

the result of server failure providing service. There are several algorithms that can be used in load balancing, 

including the round-robin algorithm and the least-connection algorithm. These two algorithms have 

different ways of working, the round-robin algorithm provides a queue process alternately and the least-

connection algorithm works by dividing the load based on the number of connections served. Analysis and 

testing are needed to get the right algorithm for implementing load balancing so that the right architecture 

can be determined to overcome the response time on server services. For this reason, the main objective of 

this research is to improve server services through the use of a load balancing approach by conducting a 

comparative analysis of round-robin and least-connection algorithms to get the best algorithm in 

overcoming response time problems. Through the implementation of the scheduling method on the server, 

large incoming loads are distributed to each service provider server so that the response time will be faster.  

II. METHODS 

Research methods are needed to conduct research so that it can run well through the preparation of 

research stages or workflows in conducting research. The phases of conducting research that are organized 

in a structured and planned way to accomplish the study objectives are contained in the stages of the 
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research [17]. This study compares the round-robin algorithm with the least-connection on the load 

balancing method in an effort to improve server services in overcoming response times. Figure 1 depicts 

the process or phases of the research that was done. 

 

Figure 1. Research Stages 

 

In Figure 1, shows the various phases that must be followed while carrying out this research. This test is 

carried out using a load balancing approach that is used in distributing a large number of connections on 

each web server and testing the conditions before and after applying the load balancing method as a 

measuring tool in improving server performance. In the early stages of research, a literature study was first 

carried out. The next step is to create a web server. Once the web server is created, proceed to create a load 

balancing server. While performing performance measurements, the web application server is gradually 

granted more and more connections. Then, the connection is routed to a collection of web servers that are 

integrated into the backend server. The next step is to test the load balancing approach using round-robin 

and least-connection algorithms. Testing is carried out by applying various test scenarios. The results 

obtained from the testing are evaluated to determine the level and role of load balancing in system 

performance, especially in response time. 

A. Load Balancing 

Load balancing is an approach model in the field of computer networking that aims to provide distribution 

of received connection loads to a number of computers or computer clusters in order to get the maximum 

benefit from resources through optimizing throughput values, response time and avoiding overload. A 

computer cluster is composed of a number of interconnected PC devices to do certain jobs. For this reason, 

computer clusters are considered as a network that has various aspects. In addition, this computer cluster is 

generally used to increase performance and the availability of data collected from a number of computers 

[18]. Apart from being a load balancer, load balancing can perform a number of functions such as traffic 

engineering and intelligent traffic switching. Load balancing can monitor the health of servers, systems and 

content to improve service availability and management [12].  

In building load balancing there are various software that can be used, one of which is HAProxy. In 

addition, Haproxy can also redirect process failures to other nodes provided on a computer cluster. 
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HAProxy runs on the Linux operating system and is licensed in an open source manner so that the software 

can be used freely and developers can develop it [13].  

When performing load balancing, a load balancing requires an approach at the distribution stage, which 

is known as the scheduling method. There are 8 scheduling algorithms in HAProxy that are used to 

configure server systems, including: RDP Cookie, URL_parameter, Header Name, Static Round-robin, 

Round-robin, Least-connection and Source, URI (Uniform Resource Identifier). To configure HAProxy, 

several components are required, such as: Backend Settings, Fronted Settings, Default Settings and Global 

settings. The scheduling algorithm configuration that will be applied to HAProxy is located in the Backend 

Setting component. In this study the algorithm to be used is a round-robin algorithm with the least-

connection. 

B. Round-robin Algorithm 

Round-robin is one of the algorithms for scheduling or scheduling that works by distributing the load 

evenly to each backend server in the group. This algorithm works by evenly distributing incoming 

connections to each group of actual backend servers. The round-robin runs its processes through all the 

required server nodes in accordance with the load assignment by each server. Figure 2 below shows the 

round-robin algorithm process. 

 

 

Figure 2. Round-Robin Algorithm Workflow 

 

The main concept of this algorithm is through the use of time sharing, the focus is to provide a queue 

process by alternating [19]. The Round-robin algorithm does not give permission to dynamically switch 

loads because everything is statically determined at the start [20]. There is no limit to the number of active 

servers that are positioned as backend. 

C. Least-connection Algorithm 

Least-connection is a scheduling algorithm that works by distributing more requests to real servers by 

connecting active servers with fewer portions. Not only that, the Least-connection algorithm considers that 

all backend servers have equal computational performance [12]. In essence, the least-connection algorithm 

works by dividing the load based on the number of connections served by a server. The least-connection 

algorithm process is shown in Figure 3. 
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Figure 3. Least-Connection Algorithm Workflow 

 

The Least-connection algorithm is very suitable when applied to clusters that have dynamic conditions 

with sessions that often experience changes [19]. The Least-connection algorithm can be used via the 

balance leastconn command in the backend server settings. 

D. Response Time 

Response time is known as response time, which is the total time it takes the server from receiving a 
request to receiving the answer [12]. In research conducted response time is used to measure the speed of 
web applications through load balancing using round-robin and least-connection algorithms in response to 
requests coming from users. 

E. Load balancing Test Scenario 

There are several scenarios in this research in testing the algorithm on load balancing. This test scenario 

is run for each algorithm. The aim is to see the performance of the round-robin and least-connection 

algorithms on a load balancing system. Testing is done by generating a number of connections. Connection 

generation will be carried out in stages, starting from 1000/500, 1200/600, 1400/700, 1600/800 and 

1800/900 connections to obtain parameter values from response time. 

III. RESULTS AND DISCUSSIONS 

To test a set of load balancing parameters on the server, it is intended that the performance of the server 

system can be measured when it receives a large number of incoming requests from clients based on a 

specific timeframe. To test the server system, the variable to be measured is response time. The response 

time measurement is carried out before and after floating the load balancer. When building a load balancing 

system, virtual machines are used on the main computer to develop server infrastructure. The architecture 

used consists of two designs which will be evaluated later. The first model is a blueprint for a single server 

architecture, but that architecture does not implement load balancing techniques. While the second model 

uses a load balancing architecture. In this architecture, only one server needs to handle requests from users. 

Therefore, when many requests come, the request is sent to the server. The second architecture then 

implements a set of servers dedicated to processing incoming requests, which can be seen in Figure 4. The 

server system architecture shown in Figure 4 uses the concept of a load balancing mechanism that was 

created. This architectural design consists of a load balancing server and two web servers. Incoming 

requests from clients are not processed by one server, but by two or more servers together. 
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Figure 4. Server System Models 

 

Figure 4 shows the design of a system device consisting of load balancing, Web-Application server1, 

Web-Application server2, and test computers that are connected to each other. Table 1 contains information 

about configuration of device names and IP addresses. 

 

Table 1. Device Name and IP Address  

Device Name IP address 

Testing Computer 192.168.109.182 

Web Application 1 192.168.109.179 

Web Application 2 192.168.109.178 

Load balancing servers 192.168.109.184 

 

Based on Table 1, it can be seen that the IP address of the load balancing server is 192.168.109.184, so 

that every request will always be directed to that IP. Server load balancing has the ability to manage 

incoming services from clients to web servers. When a client connects to a web server to obtain service, the 

client automatically redirects to the load balancing server. the request is then forwarded to each web server 

located on the backend. Therefore, the client will not know which web server is receiving and is responsible 

for processing incoming requests. The tests carried out include observing the response time value that can 

be measured. This aims to measure the performance of services provided by web servers when server load 

balancing is used. At the testing stage, the client uses httperf software to make connections simultaneously 

to measure the performance of the system through the obtained response time values. The results of the 

tests performed are presented in Table 2 for the round-robin algorithm and Table 3 for the least-connection 

algorithm. 

 

Table 2. The Results of The Response Time (ms) Test for The Round-Robin Algorithm 

No Response Time (ms) with Round-Robin Algorithm 

Connection Test-1 Test-2 Test-3 Test-4 Test-5 Test Average 
Results 

PC Testing 

Server Load Balancing 

Web Application Server 1 

Web Application Server 2 
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1 1000/500 3.7 3 2.9 3.8 2.8 3.24 

2 1200/600 3.5 3.4 3.4 3.4 3.5 3.44 

3 1400/700 3.9 4.9 4.2 5.7 4.1 4.56 

4 1600/800 5.1 4.3 5.4 5.6 8.5 5.78 

5 1800/900 6.9 12.8 8.7 10.3 11.3 10 
 

Table 3. Response Time (ms) Test Results for The Least-Connection Algorithm 

No Response Time (ms) with Least-Connection Algorithm 

Connection Test-1 Test-2 Test-3 Test-4 Test-5 Test Average 
Results 

1 1000/500 3.7 3.5 2.7 3.6 3.4 3.38 

2 1200/600 3.5 3.5 3.4 3.7 3.6 3.54 

3 1400/700 4 3.9 4 4.1 3.9 3.98 

4 1600/800 4.4 5.4 6.3 5.4 5.2 5.34 

5 1800/900 9.1 8.4 7.8 10.3 10.7 9.26 

 

Table 2 and Table 3 show information related to the server load balancing test results through a series of 

connections from the client to the web server using the httperf software. Connection requests from the client 

to the web server are executed in stages. The first scenario starts with 1000 requests at 500 connections/sec. 

Then continue with 1200 requests at 600 connections/sec. Continuing 1400 requests at 700 connections/sec. 

Followed by 1600 requests at 800 connections/second, and finally 1800 requests at 900 connections/second, 

which are gradually directed to the web server application. Test results will be different for each test 

scenario. This condition occurs because the duration of each test scenario is long. This creates unequal 

queues between scenarios for each request to be processed. This situation affects the response time value, 

because the response time value increases as the demand for web server services increases. Based on the 

response time value obtained from the test results, load balancing performance can be identified by 

comparing the two algorithms. For more details, the results of the comparison between the round-robin and 

least-connection algorithms for testing responses time are presented in Table 4 and are visualized in 

graphical form in Figure 5. 

 
Table 4. The Average Response Time (ms) Test Results for The Round-Robin and Least-Connection Algorithms 

Connection Response Time (ms) 

Round-Robin 
Algorithm 

Least-Connection 
Algorithm 

1000/500 3.24 3.38 

1200/600 3.44 3.54 

1400/700 4.56 3.98 

1600/800 5.78 5.34 

1800/900 10 9.26 
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Figure 5. The Result of The Response Time Value Between the Round-Robin Algorithm and the Least-

Connection 

 

Figure 5 shows a comparison graph between the round-robin and least-connection algorithms. This 

condition can be seen from the test results based on the response time obtained. Table 4 shows the average 

values when testing the load balancing architecture model with round-robin and least-connection 

algorithms. The test results show that applying load balancing with the least-connection algorithm results 

in a much smaller response time for an increasing number of connections compared to the round-robin 

algorithm. Tests are run at different connection ranges and times. The load balancing with this round-robin 

technique appears a little better in connection testing with a request value of 500 connections/second for 

1000 requests, and 600 connections/second for 1200 requests. The inequitable distribution, which each 

server may still manage, is what leads to this situation. However, there was a shift in the capacity to respond 

to incoming requests during the test time of 700 connections/second for 1400 requests, 800 

connections/second for 1600 requests, and 900 connections/second for 1800 requests. When compared to 

load balancing with the round-robin algorithm, the least-connection algorithm has a faster reaction time. 

This happens because the server will receive the next task when the previous task was successfully 

completed faster, so that efficiency occurs. 

IV. CONCLUSIONS AND RECOMMENDATIONS 

The application of the round-robin and least-connection algorithms on the load balancing server has been 

successfully implemented and from the results of the load balancing test it can distribute requests to each 

web server. According to the results of testing the connection with 1000 requests at 500 connections per 

second and 1200 requests at 600 connections per second, load balancing using the round-robin algorithm 

appears to be marginally superior to the least-connection method. The inequitable distribution, which each 

server may still manage, is what leads to this situation. The ability to respond to incoming requests changed 
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during the test time, making load balancing with the least-connection technique appear superior for values 

of 700 connections/second for 1400 requests, 800 connections/second for 1600 requests, and 900 

connections/second for 1800 requests. These findings unquestionably have a substantial impact on how 

quickly the server responds to requests. For future development, load balancing servers should be reserved 

through increasing the number of servers running. This is useful for providing support to the fault tolerance 

model needed to increase service providers in server systems. For further research, you can analyze other 

load balancing methods and measure the performance of other attributes, for example throughput. 
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