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Abstract 

Pedulilindungi application has many benefits but many controversies arise in the 

community. Various opinions in the form of tweets were expressed by the public, 

both positive and negative opinions. In this study, the objective is to make a 

classification model to classify tweets into two types of sentiment, namely positive 

and negative. The model is made in several stages, namely data retrieval, data 

filtering, data labeling, data preprocessing, splitting data train and data test, 

feature selection using Information Gain and Genetic Algorithm, and then 

classification using the SVM method. The model using two-stage feature selection 

and SVM method, obtained an accuracy value of 64.08% with 841 features and 

processing time of 0.033 seconds with 9.6% CPU usage. The model with two-stage 

feature selection is more efficient and effective than the one-stage feature selection 

model whose accuracy value is only 60.56% with 1800 features and a processing 

time of 0.044 seconds with 15.4% CPU usage. 

 

 This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, 
distribution, and reproduction in any medium, provided the original work is properly cited. ©2021 by author. 

I. INTRODUCTION  

Since the first case on March 2, 2020, the COVID-19 pandemic has hit Indonesia [1]. After more than a 

year, variants of the COVID-19 virus emerged. Quoted from the Ministry of Health website, in May 2021, 

the Ministry of Health confirmed that three variants of COVID-19, namely the alpha, beta, and delta 

variants, had entered Indonesia[2]. The government will start re-implementing restrictions on community 

activities called the PPKM Darurat (Enforcement of Restrictions on Community Activities) in July 2021. 

This also coincides with the start of a vaccination program for the general public. 

On August 23, 2021, the government will begin to allow activities outside the home on condition that the 

Pedulilindungi application is used as a screening and tracing tool. The results of the screening and tracing 

of Pedulilindungi will be used as a consideration for determining the level of PPKM in each region. Quoted 

from the official Pedulilindungi website, Pedulilindungi is an application developed by KOMINFO 

(Ministry of Communication and Information Technology) in collaboration with the Ministry of Health 

(Ministry of Health), KPCPEN (Covid-19 Handling Committee and National Economic Recovery), and the 
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Ministry of BUMN where this application is an application for tracing Covid-19 which is applied in 

Indonesia to do contact tracing digitally [3]. 

Although the Pedulilindung application has many benefits both for the government and the community, 

many controversies arise in the community. Twitter is one of the platforms used by the public to express 

their opinion about Pedulilindungi. Twitter is an online social media and microblogging application where 

users can send and read messages called tweets[4]. Tweets are text-based messages on social media Twitter. 

In March 2006, Jack Dorsey founded Twitter along with several other social media in July. Since its launch, 

Twitter has been included in the ranks of the ten most visited sites by users on the Internet, and has earned 

the nickname "short messages from the Internet". On Twitter, users who have not registered can only view 

and read tweets, while registered users can write tweets via Twitter's website or application. Various 

opinions in the form of tweets are expressed by the public, both positive and negative opinions. These 

opinions discuss matters related to Pedulilindungi such as applications and regulations. The sentiments in 

this opinion[5] can be useful for the development of Pedulilindungi applications and regulations by related 

parties, so it is necessary to carry out sentiment analysis. In this study, the tweet will be classified into two 

classes of sentiment, namely positive and negative. 

The tweets that will be analyzed are tweets in September 2021 to October 2021. Because in that 

timeframe the topic of Pedulilindungi is being discussed hotly, it is often included in the trending topic 

column on Twitter. This may be because at the beginning of September the government began to require 

the use of Pedulilindungi so people began to use and discuss the application. 

To perform sentiment analysis, a machine learning approach is used using supervised learning with the 

Support Vector Machine (SVM) method which is included in the linear classifier category. At the 

preprocessing stage, the two-stage feature selection method will also be used. SVM is a method to separate 

two classes in the input space by identifying the best hyperplane. SVM is classified as linear classification. 

SVM applies the basic principles of linear classification, which was later developed by adding the concept 

of a trick kernel on a high-dimensional space into a non-linear classifier. In general, real problems have a 

non-linearly separable form, so the hyperplane cannot classify the two classes perfectly. Therefore, the 

kernel principle is applied to SVM. The concept of non-linear SVM is to apply the (x) function to map 

changing x data to vector space with higher dimensions[6]. To increase the effectiveness and efficiency of 

the model, a two-stage feature selection will be carried out with Information Gain (IG) in the first stage and 

Genetic Algorithm (GA) as proven by Uguz[7]. Although this method has increased the effectiveness and 

efficiency of the model, but the data used to make the model is dummy data. In this study, this method will 

be tested using real data which are tweets about Pedulilindungi. Model obtained in this study can later be 

used to classify tweets, especially about Pedulilindungi. 

II. METHODS 

 

 
 

Figure 1. Methodology 

A. Data retrieval[8]  

The first stage in classifying is collecting data to be classified. To retrieve tweet data using a scraping 

technique[9]. In doing scraping, the snscrape library in the python programming language is used where 

this library does not require an API from Twitter and has no limit on the amount of data obtained. 
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B. Data Filtering 

Then the data obtained will be filtered[10]. This is because not all of the data obtained are sentiments[11] 

about Pedulilindungi. The tweets obtained may only contain the keyword Pedulilindungi but not discuss 

Pedulilindungi. 

 

C. Data Labeling 

The tweet data will then be manually labeled with its sentiment class[12]. This is necessary because 

classification is included in supervised learning, meaning that a label/class is needed to be used in training 

the classification model created. 

 

D. Data Preprocessing 

After the data is label/class, then the data will go through the preprocessing stage[13]. In this stage, the 

data will be standardized and simplified. This is done to improve model performance and overcome noise 

 

E. Model Making 

The data that has been processed is then divided into train data and test data. Then the train data features 

will be selected in two stages using Information Gain and Genetic Algorithm. With the selected features, 

classification will be carried out using the support vector machine method. Classification [14] is carried out 

using two data, the first data is data selected for features using Information Gain only, and the second data 

is data selected for features using Information Gain and Genetic Algorithm. This is done to see a 

performance comparison between the two models made. 

 

F. Model Evaluation 

After the model has been created, it will be evaluated. This evaluation is carried out to measure the 

performance of the model created by calculating the data correctly or incorrectly predicted by the model. 

The comparison between the number of correctly predicted data and the amount of test data is called 

accuracy. Meanwhile, the ratio of the number of incorrectly predicted data to the amount of test data is 

called the error rate. Evaluation of the model uses the confusion matrix method. Confusion Matrix is a tool 

for measuring classifier performance in identifying tuples from different classes. The following is a 

description of the confusion matrix in Table 1. 

 
Table 1. Mean and Standard Deviation of Question from Usability testing 

 
Predicted Class 

False Positive 

Actual Class 
False TN FN 

Positive FN TP 

III. RESULTS AND DISCUSSIONS 

A. Data retrieval  

The data retrieval stage utilizes the snscrape library by applying filters according to the research limits, 

namely tweets with the keywords Pedulilindungi, in Indonesian and the date of tweet creation in the period 

September 1, 2021 to October 31, 2021. The results obtained are tweet data of 33075 lines of data in Comma 

Separated Value (CSV) file extension. The file contains several columns, namely the name of the user who 

made the tweet, the date and time of the tweet, and the text of the tweet. 
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B. Data Filtering 

Not all data obtained at the data collection stage is sentiment[15]. Therefore, it is necessary to do a filter 

to select data that is truly a sentiment with to increase the effectiveness of the model to be made. After the 

data was filtered, 2131 data were obtained which were truly sentiments 

C. Data Labeling 

Classification is a method that is included in supervised learning so that a label/target/class is needed on 

the data to be modeled. At this stage, each data line is labeled according to its sentiment class manually by 

one person. Sentiment class consists of positive and negative classes. 

D. Data Preprocessing 

At this stage the data will be uniformly shaped through several stages, namely the translation of emoji 

and emoticons, case folding, cleansing, changing slang to their standard forms, changing non-standard 

words to their standard forms, foreign language translation, stopword removal, and stemming. 

E. Model Making 

a) Splitting Data Train and Data Test 

After the data has gone through the preprocessing stage, the next step is to divide the data into training 

data and test data. The training data will be used to create the model and the test data will be used to test or 

evaluate the model. Data Splitting is done using the KFold method. 

b) Two-Stage Features Selection 

The selected training data will then select what features will be used in model training. The data that was 

previously in the form of a string is converted to vector form by using the TfidfVectorizer function so that 

it can be processed by the classifier. In the first stage with Information Gain, 1800 features were selected 

and in the second stage with Genetic Algorithm 841 features were selected. 

c) Classification Using Support Vector Machine 

Classification[16] is done by running the fit function where this function is used to train the classifier to 

classify. In addition to classification with two-stage feature selection using 841 features, a classification 

with single-stage feature selection with 1800 features will also be carried out to compare the performance 

results of the two. Both classifications use the same kernel, namely the linear kernel. 

 

F. Model Evaluation 

 

Figure 2. One-Stage Feature Selection Model Evaluation 
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Figure 3. Two-Stage Feature Selection Model Evaluation 

 

Based on the result experiment, that shown in Figure 2 and Figure 3 during stage by using model 

evaluation with a single-stage feature selection, an accuracy of 60.56% was obtained using 1800 features 

and a processing time of 0.044 seconds with a CPU usage of 15.4%. Meanwhile, with two-stage feature 

selection, accuracy increased by 3.52% to 64.08% using 841 features and processing time of 0.033 seconds 

with 9.6% CPU usage, so it can be concluded that with the two-stage feature selection, the effectiveness 

and efficiency increase. Although the increase in accuracy is not very high, the efficiency increase is quite 

significant because the dimensionality of the dataset is reduced by more than half so that the complexity of 

the model is reduced and has an impact on increasing CPU resource efficiency and processing time. 

IV. CONCLUSIONS AND RECOMMENDATIONS  

Based on the discussion of the previous chapters, it can be concluded that the model is made in several 

stages, namely data retrieval, data filtering, data labeling, data preprocessing, splitting data train and data 

test, feature selection, and classification. The model made using the two-stage feature selection method and 

the Support Vector Machine got an accuracy value of 64.08% with 841 features and a processing time of 

0.033 seconds with 9.6% CPU usage. The model with two-stage feature selection is more efficient and 

effective than the one-stage feature selection model whose accuracy value is only 60.56% with 1800 

features and a processing time of 0.044 seconds with 15.4% CPU usage. 
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